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Abstract: Deaf and mute persons across the world uses gestures, non-manual features to interact with fellow persons. This way of 

communication is called Gesture language or Sign language. Gesture languages are local in nature because of their dependency on 

geographical area, syntax, pragmatics, and other attributes. The focus of this paper is to present a comprehensive review of conventional 

as well as contemporary Indian sign language translation system. The process of literature review has been carried out in accordance with 

Preferred Reporting Items for Systematic reviews and Meta Analysis (PRISMA) guidelines by searching in Scopus, google scholar, Science 

direct and Lensorg databases. Different articles were included between the years 2010 to 2023 for the purpose of literature review. The 

study was based on four themes-dataset, technique, result and previous literature reviews. This is the first detailed review conducted in the 

field of Indian sign language translation system which solely analyses literature related to ISL as per author’s knowledge. The findings of 

this research article may contribute to gain insights and form a blueprint for future areas in the arena of Indian Sign Language 

translation/recognition system. 
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1. Introduction 

Nonverbal communication encompassing body language, 

gestures, facial emotions is a vital aspect of human 

interaction. However, people with special needs are solely 

reliant on this form of communication. Deaf and dumb 

persons across the world uses gestures, non-manual features 

to interact with fellow persons. This way of communication 

is called Gesture language or Sign language[1]. These 

languages have evolved over the years because of their 

natural existence. Due to lack of resources for these 

especially abled persons, they used sign language to 

communicate with their families. With technological 

advances, to aid these persons, schools, medical facilities 

came into existence. Gesture languages are local in nature 

because of their dependency on geographical area, syntax, 

pragmatics, and other attributes[2]. Indian Sign Language 

(ISL) came into existence in 2018, after a long battle by deaf 

and dumb community[3]. There are many popular sign 

languages used in India apart from ISL such as Bangla Sign 

Language (BSL), Tamil Sign Language (TSL), Panjabi Sign 

Language (PSL) and Malayalam Sign Language (MSL) etc. 

Currently, Sign language translation is most popular domain 

with the potential to provide automatic and effective 

communication tool for hearing disabled persons[4]. It 

translates the given input sign language gesture into 

corresponding text. Promptness and exactness are the 

important parameters for the decision makers to determine 

the efficacy of the proposed system[5].  

 Machine learning is an offshoot of artificial intelligence 

which aims to simulate human intelligence in machines 

using various algorithms. However, recently advanced form 

of machine learning is deep learning which relies on 

artificial neutral network to emulate human neurons for 

image processing tasks. Machine Learning (ML) and Deep 

learning (DL) paradigms can process huge amount of data 

in a reasonable time  limit and build an efficient translation 

system. Consequently, ML and DL practices are getting 

immensely popular in the discipline of sign language 

processing [6].   

Although a lot of literature reviews has already been 

conducted in the field of sign language but dearth of an 

exhaustive literature review in the field of ISL was one of 

the major motivation factors for this research article using 

standard Preferred Reporting Items for Systematic reviews 

and Meta Analysis (PRISMA) guidelines [7]. The 

contributions of this research paper are as follows. 

• In this paper, we have studied the work done in the 

field of Indian Sign Language Translation for the 

vicennial period along with their shortcomings. 

• Various datasets available in the domain of Indian Sign 

Language Translation System (ISLTS) has been 

explored with the focus on available open access 

dataset. 

• Different levels of translation such as Alphabet level, 

word level and sentence level has been discussed. 

• This paper examines current trends in ISLTS and 
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provide suggestions to researchers for future works. 

The rest of the research paper is organized as follows- 

Section II describes methodology followed by the authors to 

conduct this literature review. Section III describes the 

results followed by conclusion in future scope in Section IV. 

2. Materials and Methods 

We carried out a PRISMA comprehensive review to analyze 

technological advancements in the field of translation of 

Indian sign language into text. The research questions were 

formulated in the first step to initiate the process of 

conducting literature review. 

• RQ1- What is the focus of study in previous literature 

review in the field of ISLTS? 

• RQ2-What are various types of datasets available for 

researchers in the field of ISLTS? 

• RQ3- What are the number of research paper published 

per year on ISLT/RS? 

• RQ4- What are existing techniques for translating ISL 

gestures and their performance? 

2.1 Search Query  

Different research papers related to ISLTS/ Indian Sign 

Language Recognition System (ISLRS) were searched on 

four popular research databases such as Scopus, Google 

Scholar, Science Direct and Lensorg. The principal 

objective of this literature survey is to examine 

translation/recognition attempts made in the ISL sector. 

Open Access articles in English language has been selected 

for this review process from year 2010 to 2023 based on the 

search queries mentioned in Table 1. 

Table 1. Search Query 

Name of 

Dataset 
Query 

Scopus 

TITLE-ABS-KEY ( "INDIAN SIGN 

LANGUAGE 

TRANSLATION"  OR  "ISL 

TRANSLATION"  OR  "ISL 

RECOGNITION"  OR  "INDIAN 

SIGN LANGUAGE 

RECOGNITION" )  AND  ( LIMIT-

TO ( EXACTKEYWORD ,  "Indian 

Sign Languages”)  OR  LIMIT-

TO ( EXACTKEYWORD ,  "Indian 

Sign Language" ) ) 

Science Direct "INDIAN SIGN LANGUAGE 

TRANSLATION" OR "ISL 

TRANSLATION" OR "ISL 

RECOGNITION" OR "INDIAN 

LensOrg 

Google Scholar 

Name of 

Dataset 
Query 

SIGN LANGUAGE 

RECOGNITION" 

 

The workflow of the literature review process has been 

shown using Error! Reference source not found.. A total 

of 598 research articles were identified for the purpose of 

literature review using above mentioned queries from  four 

major research databases. In the next stage, 47 articles were 

excluded from the study because of redundancy. Upon 

preliminary literature investigation, every research article’s 

title and abstract were examined manually and then 414 

pertinent papers were selected for further assessment 

criteria. Subsequently, 202 research articles were selected 

based on the criteria of availability of research paper or 

whether it is open access. Four eligibility criteria were 

adopted for this literature survey in the next phase. 

 

Fig. 1. Flowchart of comprehensive review process using 

PRISMA guidelines 

• The article should be peer reviewed. 

• The article should be related to Indian Sign Language. 

• The theme of the article should be related to 

recognition/translation of ISL to text.  

• The details about framework/implementation should 

have been mentioned in the research article. 

After stringent eligibility criteria more than 50 articles has 

been selected for this literature review. 
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3. Results and Discussion 

In this section, we will try to answer all the research 

questions on the basis of literature. 

3.1 RQ1- What is the focus of study in previous 

literature review in the field of ISLTS? 

To analyze previous literature surveys in this field and their 

focus areas on which review has been performed a list of 

review articles has been crafted in the field of ISLRS/ISLTS 

process. Table 2. shows various research articles published 

along with their year and focus of review from the period of 

2010 to 2023.It has been observed that no literature review 

article has been published in the field of ISLTS/ISLRS using 

PRISMA guidelines as per the author’s knowledge. It has 

been observed that most of the literature review articles [8]–

[12] included less than 10 research articles for their analysis 

due to lack of standard research work in the domain of ISL. 

[13] contemplated 29 research articles related to dynamic 

recognition and compared different methodologies. 

However, [9], [13] reviewed various methodologies and 

[12], [14] discussed various feature extraction techniques in 

ISLTS/ISLRS. [15] examined different articles related to 

dataset acquisition techniques and concluded that area of 

non-manual features is yet to be explored in case of ISL. 

[16] studied few ISLR articles along with other sign 

languages to conclude there are limited work in 

alphanumeric recognition, dynamic sign recognition. It has 

been analyzed that 90% of review papers in ISL 

translation/recognition process considered less than 20-25. 

Table 2. Prior literature reviews in ISL 

Ref  Type Year Criteria for Review 

[8] J 2015 Gesture set and technique 

[9] J 2023 Methodology 

[10] J 2013 

Input, segmentation, Feature 

vector, classification, 

recognition rate, platform 

[11] C 2015 Challenges 

[12] C 2021 Feature extraction  

[13] C 2021 
Dynamic ISLRS with focus on 

methodology  

[14] C 2022 Feature Extraction  

[15] C 2022 Dataset acquisition techniques 

[16] C 2019 

Input, dataset, segmentation, 

method, number of gestures, 

output, limitation, recognition 

percentage 

 

3.2 RQ2- What are various types of datasets available 

for researchers in the field of ISLTS? 

A standard well annotated dataset is very important for any 

sign language processing system.  In case of ISLTS, lack of 

standard, open access datasets are few of the major 

challenges in translation/recognition process. Table 3. 

describes list of open access datasets available in the domain 

of ISLTS along with their characteristics. We have also 

included some dataset with limited access. 

Table 3. List of open access datasets available in ISL 

Ref Year Dataset                 Type 

Alphanum

eric 

Word Sentence 

[17] 2010 ISL  22  

[18] 2020 Include - 15W  

[19] 2021 ISL-CSLTR - 1036 100 

[20] 2021 ISLAN 24 A - - 

[21] 2021 Emergency - 8W - 

[22] 2021 INSIGNVID - 55W 15S 

[23] 2022 IISL2020 - 11W - 

 

In 2010, [17], created RGB video dataset of 23 different ISL 

word gestures at 30 frames per second (fps) under various 

background and lightning conditions. The access of this 

dataset has been restricted and only given to educational 

institutions based on agreement through their website by the 

creators. In 2020, [18] presented Indian lexicon sign 

language dataset (INCLUDE) with the help of 7 

experienced signers. This word level dataset consists of 263 

classes of 15 categories, 4287 videos with 1920x1080 

resolution and 25 fps. A subset of the above dataset having 

50 signs across 15 categories was also proposed with same 

specifications called INCLUDE 50. Both the datasets 

include 15 words in total. In 2021, several other researchers 

came up with their own ISL datasets available freely like 

[19] Elakkiya et al developed first sentence level Indian sign 

language dataset for continuous Sign language translation 

and recognition i.e., ISL-CSLTR. The dataset contained 700 

videos of 100 sentences made up with the help of 7 signers. 

Secondly, another ISL dataset for Alphanumeric (ISLAN) 

signs was developed by [20] comprising of 350 unique sign 

images and 12 unique videos compassing 24 alphabets of 

English language (except J, Z) and numbers totaling to 700 

images and 24 videos by 6 signers.  Another sign language 

dataset for emergency domain has been developed by [21]. 

It included 824 videos of 8 words by 12 males and 14 

females. Indian Sign Language Video (INSIGNVID) 

dataset was developed by [22] for efficient recognition of 55 

words of ISL. The dataset was created by 4 right-handed 
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persons and consists of videos with 30fps, 1920*1088 

resolution and common background conditions. In 2022, 

Kothadiya et al [23] proposed a permission based Isolated 

ISL dataset (IISL2020) made up of 11 words from 16 

persons and 1100 videos and average 28fps. 

3.3 RQ3- What are the number of research paper 

published per year on ISLT/RS? 

Error! Reference source not found.. elucidates an 

overview of ISLTS studies that are published annually from 

Lensorg and Scopus source in (a) and (b) parts. It has been 

observed from the figure that highest articles are published 

in the year 2023 till date i.e., maximum of 26 journal articles 

has already been published in the year 2023. The topic of 

ISLTS/ISLRS has garnered a lot of research attention in the 

last few years however, the work done in recent two years 

outshines the previous works quantitatively and 

qualitatively. 

Three different categories of articles i.e., book chapter, 

conference articles and journal articles are contemplated for 

this research article as represented with figure 3(a) and 3(b). 

It has been observed that majority of articles published in 

the field of ISL recognition/translation domain are from 

journals i.e., 124 out of total 239 are research articles 

published in journals followed by numbers of articles in 

conference.  This data has been taken from Lensorg website 

[24] with the constraint to include only selected articles 

related to the domain of ISLTS/ISLRS from the period 2010 

to 2023. 

 

(a) 

 

    (b) 

Fig. 2. Example of a Publications per year (a)LensOrg (b) 

Scopus 

RQ4- What are existing techniques for translating ISL 

gestures and their performance? 

Machine learning has garnered a lot of attention in the field 

of sign language processing over the last few years. 

Majumdar et al [25] in 2011 proposed Indian sign language 

recognition system with YCbCr segmentation, wavelet 

packet decomposition, principal curvature-based region as 

feature extraction, dynamic time warping (DTW) to classify 

alphabets with an accuracy of 91.3%. [26] concluded that 

Multi SVM classifier can classify static ISL  gestures with 

recognition rate of 92.6 on a self-made dataset.[27]  

proposed a ISL recognition system to classify 24 alphabet 

level gestures with 97 recognition accuracy using novel 

Eigen value weighted Euclidean distance. [28] proposed a 

framework for recognition of two-handed gestures of ISL 

by employing HOG feature extraction method and four 

popular pretrained models ALEXNET, VGG-16, VGG-19 

and GoogleNet. The model attained highest accuracy of 

99.11% with ALEXNET and VGG-19 pretrained transfer 

learning models to classify alphabets of ISL. [29] proposed 

model for recognizing alphabets of ISL using extreme 

learning with an average accuracy of 80.76% on self-made 

dataset. [30] developed a ISLRS for alphabets using CNN 

with  

 

(a) 

 

(b) 

Fig. 3. Publication types (a) LensOrg (b) Scopus 

3.4 RQ4- What are existing techniques for 

translating ISL gestures and their performance? 

Machine learning has garnered a lot of attention in the field 

of sign language processing over the last few years. 

Majumdar et al [25] in 2011 proposed Indian sign language 

recognition system with YCbCr segmentation, wavelet 

packet decomposition, principal curvature-based region as 
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feature extraction, dynamic time warping (DTW) to classify 

alphabets with an accuracy of 91.3%. [26] concluded that 

Multi SVM classifier can classify static ISL gestures with 

recognition rate of 92.6 on a self-made dataset.[27] 

proposed a ISL recognition system to classify 24 alphabet 

level gestures with 97 recognition accuracy using novel 

Eigen value weighted Euclidean distance. [28] proposed a 

framework for recognition of two-handed gestures of ISL 

by employing HOG feature extraction method and four 

popular pretrained models ALEXNET, VGG-16, VGG-19 

and GoogleNet. The model attained highest accuracy of 

99.11% with ALEXNET and VGG-19 pretrained transfer 

learning models to classify alphabets of ISL. [29] proposed 

model for recognizing alphabets of ISL using extreme 

learning with an average accuracy of 80.76% on self-made 

dataset. [30] developed a ISLRS for alphabets using CNN 

with diffGrad optimizer and stochastic pooling to achieve 

validation accuracy of 99.64%.[31] proposed a framework 

for recognition of alphabets of ISL using correlation 

coefficient feature extraction and neurofuzzy algorithm as 

classifier to achieve an average accuracy of 92.3%.[32] 

proposed transfer learning based recognition of ISL 

alphabets with an accuracy of 95%. The VGG16 pretrained 

model consists of 13 convolution layers, average, max 

pooling, dropout layer for controlling overfitting, Adam 

optimizer and softmax as classifier layer. 

In numeric ISLTS, [33] in 2014, proposed ISL numeric digit 

(0-9) recognition system on a self-made ISL dataset using 

KNN classifier and an accuracy of 97.1%. However, [34] 

proposed Kinect sensor based ISLRS using scale, rotation, 

and background lightning invariant ORB feature extraction 

method and KNN machine learning algorithm to classify (0-

9) digits of ISL on a self-made dataset with an accuracy of 

93.26% outperforming standard feature extraction 

techniques like SIFT and SURF. 

In the domain of alphanumeric level recognition, [35] 

proposed ISLRS framework using fingertip algorithm and 

PCA to obtain 94%  accuracy. In 2013, [36] used Fourier 

descriptors, distance transform and artificial neural network 

with four layers to classify 36 alphanumeric gestures of ISL 

with an average accuracy of 91.11 %. [37] Geetha et al 

suggested alphanumeric ISL sign recognition system with 

B-spline approximation and SVM classification 

algorithm.[38] proposed novel fusion descriptor for 

classification of ISL numeric signs with Nearest Mean 

classifier and an accuracy of 100%. The novel fusion 

descriptor comprises of two contour (Boundary, Fourier 

descriptor) and one region based(7Hu) descriptors.[39] 

classified gestures of ISL using SVM machine learning 

algorithm.[40],[41],[42] used Kinect sensor to classify 

gestures at alphanumeric and word level along with popular 

classification algorithms such as PCA, SVM to attain 

remarkable accuracies.[43] suggested translation of word 

level ISL gestures by extensive training of humanoid robot 

HOAP-2 along with direction histogram feature extraction, 

Euclidean distance metric has been used to attain an average 

accuracy of 90%. [23] Kothadiya et al. in 2022 classified 11 

words of ISL using sequential combination of LSTM and 

GRU with accuracy of 97% on their dataset IISL2020. [44] 

developed a model for classifying 24 dynamic word 

gestures of ISL using novel dynamic time warping 

recognition technique along with accuracy of around 90%. 

20 different gestures were classified by [45] using 3D CNN 

and attaining 88% validation accuracy in 100 epochs. The 

model  

comprises of 3 convolution layers, max pooling, dropout 

and softmax activation function. [46] Subramaniam 

suggested integrated model of Media pipe with optimized 

GRU model for recognition of 13 ISL gestures to attain 

average accuracy of 95%. The proposed system has been 

compared with RNN, LSTM, standard GRU, BiGRU, and 

BiLSTM models. 

Hybrid ISLT paradigm comprising of combination of word 

and alphanumeric and sentence level. In this, [22] suggested 

transfer learning approach using MobileNetV2 to transcribe 

clips of ISL into English language. The proposed system 

was analyzed using other pretrained models such as 

MobileNet, VGG16 and ResNet50 using 25 epochs with 9 

trainable layers to attain testing accuracy of 93.89%. 

Although proposed system achieves better accuracy but 

time to train the system was comparative high i.e., more than 

12 hours.  

[47] classified alphanumeric, word gestures of ISL using 

Fourier descriptor feature extractor and distance metric to 

attain overall accuracy of 92.91%. The proposed system 

[48] recognized 26 alphabets, 10 numbers and 10 distinct 

phrases on self-made skinpixel segmentation, Moment 

based feature extraction and SVM algorithm to classify 

dynamic gestures. The system obtained an accuracy of 

97.5% recognition rate in classifying 4 signs (3 alphabet and 

one word). [49] presents a signer independent 

communication model for real time using YCbCr 

segmentation, Zernike moments feature vector and SVM as 

classifier.[50] Deshpande et al. classified 56 signs real time 

using CNN into text and audio with 98% accuracy with the 

constraint of plain background. The proposed model had 5 

convolution layers, ReLU activation function, max pooling, 

dropout layer, single valued stride function and softmax 

layer to classify different signs. [51] recognized gestures of 

7 days of week using Kinect sensor and random forest 

classifier algorithm to give an accuracy of 74.29% with 

focus on low cost and maximum efficiency.[52] 

Nareshkumar attained an accuracy of 98.77% in translating 

alphanumeric gestures of ISL and American Sign language 

using novel pretrained model for mobile MobileNetV2 

consisting of pointwise convolution layers, separable 

depthwise convolution, ReLU activation function, swish 
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activation function, batch normalization, dropout layer and 

softmax as final classifier layer. [53] developed ISLRS 

using HSV segmentation, PCA with OH 18 and 36 bins 

feature extraction mechanism to classify 10 ISL sentences 

having 2,3 or 4 gestures using six different distance metrics. 

Euclidean distance topped the performance chart with 93% 

recognition rate (RR) on 36 bins of orientation histogram. 

[54] proposed a lightweight framework for translating 

sentence level ISL gestures into text and audio, LiST, and 

used pretrained model InceptionV3, two layered LSTM 

architecture on open access dataset with a translation 

accuracy of 91.2%. [55] proposed a framework for 

translation of 10 signs of ISL using HMM and DWT to 

achieve lowest accuracy of 80 and highest accuracy of 

100%. [56] proposed a Leap motion sensor based ISLTS for 

35 words and 942 sentences using four gated cell LSTM 

with 2 dimensional CNN to attain average accuracy of 

89.5% and 72.3% respectively.[57] proposed gesture 

recognition mechanism for 42 signs of ISL using KNN and 

SVM machine learning classification techniques. HSV, 

Otsu thresholding for segmentation and novel MFCC 

feature extraction method has been used along with wavelet 

descriptor to translate 42 static and dynamic gestures of ISL. 

The authors concluded that SVM with MFCC feature 

extraction mechanism  

Table 4. Work done in the domain of ISLTS 

Ref Year Type Specifications Features Results 

[25] 2011 

A
L

P
H

A
B

E
T

 

26Alphabet Support Vector Machine (SVM), K-Nearest 

Neighbour (KNN) and Dynamic Time 

Warping (DTW) 

91.3 accuracy 

[26] 2012 26Alphabet Multi SVM classifier 92.6 Recognition 

Accuracy 

[27] 2013 Alphabet (24) Eigen value weighted Euclidean distance 97 Recognition Rate 

[28] 2022 Alphabet Histogram Oriented Gradient (HOG), AlexNet 99.11Accuracy 

[29] 2020 - Extreme learning 80.76Accuracy 

[30] 2022 26 Alphabet Convolution Neural Network (CNN) with 

diffGrad optimiser 

99.64 

[31] 2019 26 Alphabet Neurofuzzy algorithm with correlation 

coefficient feature extractor 

92.3 

[32] 2022 26 Alphabet VGG16 95 

 

[33] 2014 

N
U

M
B

E
R

 

10 Numbers Neural network with KNN 

 

97.1 

[34] 2020 10 Numbers Kinect and Bag of visual words with ORB, 

KNN 

 

93.26 

[35] 2012 

A
L

P
H

A
N

U
M

E
R

IC
 

36Alphanumeric Principal Component Analysis (PCA) 94 Recognition 

Accuracy 

[36] 2013 36Alphanumeric 4-layer Artificial Neural Network (ANN) 91.11 Recognition Rate 

[37] 2012 26Alphabet, 

6Numbers 

B-spline approximation - 

[38] 2016 36Alphanumeric Novel fusion descriptor,  99.61 

[39] 2022 Alphanumeric Bag of Visual Words (BOVW), Speeded Up 

Robust Features (SURF), SVM, CNN 

 

99.64Accuracy 
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[40] 2020 Alphanumeric Kinect with SURF, HOG, Local binary pattern 

SVM 

Average Accuracy-71.85 

 

[23] 2022 

W
O

R
D

 

11Words Long short-Term Memory (LSTM), Gated 

Recurrent Unit (GRU) 

97Accuracy 

[41] 2015 37Words Kinect with SVM 86.16%Validation 

Accuracy 

[42] 2013 10Words PCA with ALI, Microsoft Kinect (25 key 

points of each gesture) 

Best-100A, Average-40, 

Worst-25 

[43] 2010 22Words Euclidean distance, KNN with 36 bins Lowest-48.42, Highest-

100Accuracy 

[44] 2016 24Words DTW 90Accuracy 

[45] 2021 20Words 3D-CNN 88.24Average Accuracy 

[46] 2022 13Words MOPGRU with ELU activation and softsign 

activation function 

99.92Accuracy, 0.21 

Loss 

[22] 2021 

H
Y

B
R

ID
 

55Word, 

15Sentences 

MobileNetV2 pretrained model 93 Recognition Rate 

[47] 2015 10Signs Fourier Descriptor with Euclidean distance Lowest-85, Highest-

97Accuracy 

[48] 2016 01Word, 3 

Alphabet 

SVM, Kinect sensor 97.5 Recognition 

Accuracy 

[49] 2022 26Alphabet, 

11Word 

Co-articulation, Zernike moment, SVM Alphabets-91A, W-89A 

[50] 2023 36 Alphanumeric, 

20Word 

Region of Interest, CNN 98Accuracy 

[51] 2022 7 Word Kinect V2 sensor, Random Forest 74.28 Accuracy 

[52] 2023 26Alphabet, 

3Word 

Transfer learning, Modified MobileNet V2 98.77 Accuracy 

[53] 2015 10Sentences PCA with OH Lowest-85 ,  

Highest -93 Accuracy 

[54] 2023 15Sign Inception v3 CNN with LSTM 95.90 Accuracy 

[55] 2015 10Sign DWT, Hidden Markov Model (HMM) Lowest-80, 

 Highest-100 Accuracy 

[56] 2019 942Sentences,  

35Word 

CNN with LSTM and Leap motion sensor Sentences-72.3Avg. 

Accuracy, 

 Words-89.5 Avg. 

accuracy 

[57] 2017 42Words KNN, SVM with MFCC feature extraction 97 Accuracy 

[58] 2019 80Word, 

50Sentences 

Fuzzy clustering algorithm 75 Accuracy 

[59] 2018 33Alphanumeric, 

12 signs 

HMM, KNN 99.7 Static Sign 
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97.23 Dynamic Sign 

[60] 2012 80Words and 

Sentences 

PCA feature vector, Fuzzy inference system 96 Accuracy 

classified ISL gestures with better accuracy than KNN. [58] 

proposed Fuzzy c-means clustering algorithm for 

classifying 80 words and 50 sentences of ISL with an 

average accuracy of 75%. [59] proposed ISLTS for 45 sign 

(alphanumeric and word) using skin color segmentation, 

Hidden Markov Model, K-nearest neighbor recognition 

algorithm with an accuracy of 99.7% for static signs and 

97.23% for dynamic signs. [60] proposed video gesture 

recognition of ISL using Gaussian filter, Canny edge 

detector, Fourier descriptor and Sugeno fuzzy inference 

system to attain higher accuracy of 100 and lowest accuracy 

of 60 among total signs. Although there are various 

researchers who have been working in the domain of Indian 

sign language translation/recognition to develop optimal 

framework but there is tradeoff between accuracy and time. 

The system is affected by so many parameters discussed in 

next section. 

4 Conclusion and Future Scope 

In this paper, we have conducted comprehensive literature 

review on Indian Sign Language Translation/Recognition 

System using PRISMA guidelines. After rigorous 

screening, more than 50 papers were selected for this review 

from four major research databases- Scopus, Google 

Scholar, Science Direct and LensOrg. There were four main 

criteria on which this survey was conducted- previous work 

done, datasets available, number of research articles 

published per year and summary of important work done. It 

has been concluded a lot of work has already been done in 

sign language processing systems, but ISLTS are still 

lagging in a lot of aspects. 

• Lack of well annotated standard open access 

datasets 

• Alphanumeric recognition 

• Two-way communication system 

• Domain specific translation system 

• Lack of quality review papers 

• Sensor based devices gives better accuracy but are 

not comfortable 

 As there are many challenges but exploitation of new 

emerging machine learning algorithms is need of the hour 

in ISLTS as compared to other sign language processing 

system. We hope that this research paper will help other 

future researchers in the field of ISL. 
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Abstract: Sign language is used as a communication medium in the field of
trade, defence, and in deaf-mute communities worldwide. Over the last few
decades, research in the domain of translation of sign language has grown
and become more challenging. This necessitates the development of a Sign
Language Translation System (SLTS) to provide effective communication in
different research domains. In this paper, novel Hybrid Adaptive Gaussian
Thresholding with Otsu Algorithm (Hybrid-AO) for image segmentation is
proposed for the translation of alphabet-level Indian Sign Language (ISLTS)
with a 5-layer Convolution Neural Network (CNN). The focus of this paper
is to analyze various image segmentation (Canny Edge Detection, Simple
Thresholding, and Hybrid-AO), pooling approaches (Max, Average, and
Global Average Pooling), and activation functions (ReLU, Leaky ReLU, and
ELU). 5-layer CNN with Max pooling, Leaky ReLU activation function,
and Hybrid-AO (5MXLR-HAO) have outperformed other frameworks. An
open-access dataset of ISL alphabets with approx. 31 K images of 26 classes
have been used to train and test the model. The proposed framework has
been developed for translating alphabet-level Indian Sign Language into text.
The proposed framework attains 98.95% training accuracy, 98.05% validation
accuracy, and 0.0721 training loss and 0.1021 validation loss and the perfor-
mance of the proposed system outperforms other existing systems.

Keywords: Sign language translation; CNN; thresholding; Indian sign
language

1 Introduction

In today’s era, specially-abled people are critiqued on the scale of their impairment. Deaf people
have difficulty integrating into society due to their communication challenges. Sign language is used as
a means of communication by deaf people around the globe apart from its application in various other
fields such as defence, trade, sea-diving, etc. Communication with deaf people is hindered majorly
by non-deaf people’s inability to understand sign language gestures. The syntax and semantics of
sign languages vary from one region to another. There are numerous sign languages used across the
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world for approximately 70 million deaf people, for instance, Indian Sign Language (ISL), American
Sign Language (ASL), Chinese Sign Language (CSL), Japanese Sign Language (JSL), Italian Sign
Language, Malaysian Sign Language, etc. ISL is used to communicate with deaf persons in India
in addition to other regional sign languages. The building blocks of ISL are 26 alphabets (A–Z), 10
numbers (0–9), and 10,000 words [1].

Due to a huge gap in the vocabulary of the English language and the Indian Sign language, the
fingerspelling approach came into existence. This method creates each locution letter by letter via
distinct gestures for sign language letters. The gestures of ISL can be classified based on the number
of hands, movement of hands, features taken into consideration, and the way they are recognized
(Static/Dynamic) [2]. As a consequence of technological innovation, there is a need to craft a sign
language processing framework to facilitate deaf people. Currently, three types of systems are available
for processing Sign language. Firstly, Sign Language Generation System (SLGS), decodes given text
into apt gestures of sign language. Secondly, Sign Language Validation System (SLVS), verifies the
legitimacy of a given sign language pose. Finally, Sign Language Translation System (SLTS), construes
given sign language pose to typescript. SLTS employs two approaches -Hardware-based SLTS uses
gloves (smart glove, data glove, and cyber glove), and sensors (LMC, ACC, EMG) [3].

On the other hand, vision-based SLTS employs a camera and various techniques such as machine
learning and deep learning to recognize and construes sign language gestures [4]. The output can be
either audio or text (alphabet, word, or sentence). In deep learning, CNN has outperformed several
machine learning algorithms in sign language translation [5,6]. It has become a popular choice of
researchers because of its architecture, and optimal performance in image classification tasks [7].
Image pre-processing is also one of the important steps in SLTS along with the CNN. The challenging
part of an efficient SLTS is to have the finest feature extraction method and an efficient translation
mechanism. In recent years, researchers have either focus on premium feature extraction techniques
through image segmentation/thresholding or fine-tuning architectural parameters of CNN to have
optimal accuracy. This paper aims to explore the role of image thresholding, pooling, and activation
functions in an efficient CNN-based sign language translation framework. It focuses on an automatic
sign language translation framework for deaf-mute persons. The following are key contributions of
this work:

• A novel Hybrid-AO thresholding (based on Adaptive Gaussian thresholding and Otsu Algo-
rithm) approach for segmentation is used on the open access dataset of ISL.

• A 5MXLR-HAO framework is proposed based on Hybrid-AO thresholding and deep learning.
It is chosen by comparison among 9 models based on three variations of pooling (Max, Average,
Global Average Pooling) and activation functions (ReLU, Leaky ReLU, and ELU).

• Evaluate the performance of the proposed 5MXLR-HAO using Training Accuracy and Vali-
dation accuracy metrics.

The paper is organized as follows: Section 2 discusses the related works. Section 3 explains the
methodology followed by experimental results and a discussion in Section 4. Finally, the conclusion
and future work are presented in Section 5.

2 Related Work

Gesture recognition and sign language translation have been well-studied topics in American Sign
Language (ASL), but few studies on Indian Sign Language (ISL) have been published. In contrast to
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ASL, two-handed signs in ISL have little duality, making them difficult to discern. A deep CNN-
based SLRS was developed by [2] to identify the gestures of ISL using a model comprising 8 layers
with Stochastic pooling, DiffGrad optimizer, and SoftMax as a classifier. Using transfer learning, a
Bengali Sign Language recognition system has been proposed by [8] to classify 3 sets of 37 different
symbols to attain a validation accuracy of 84.68%. Alphabet-based Arabic SLTS was developed by [9]
which gives a speech as output with an accuracy of 90% employing CNN. Reference [10] proposed an
American Sign Language Recognition system using Otsu thresholding for image segmentation and 2
channelled CNN on a self-made dataset with a recognition accuracy of 96.59%.

Reference [11] proposed SLTM for Arabic Sign Language using two datasets using the Synthetic
Minority oversampling technique (SMOTE) to attain a test accuracy of 97.29%. The impact of skewed
data on system accuracy is also investigated. Seven convolution layers with max pooling, ReLU
activation, Batch normalisation and dropout layers are used for classification. Reference [12] proposed
a real-time two-way communication system for ISL using the Canny Edge detection technique and
CNN to convert sign language gestures to voice and vice versa. Reference [13] developed a hybrid
framework called FiST_CNN as a combination of Fast Accelerated Segment Test (FAST), Scale
Invariant Feature Transformation (SIFT), and CNN for the recognition of one-hand static ISL
alphabets with an accuracy of 95.87%. Reference [14] proposed a model for multilabel classification
using wearable sensors sEMG and IMU signals for the recognition of ISL.

Reference [15] proposed real-time translation of ISL using adaptive thresholding and hybridised
SIFT with an accuracy of 92.78%. Reference [16] proposed a dynamic model for the recognition
of alphanumeric gestures of ISL using Speeded Up Robust Features (SURF) with Support Vector
Machine (SVM) and CNN. Canny Edge detection and Gaussian filtering are used for the pre-
processing of images. Six Convolution layered CNN is used along with max Pooling, dropout, RELU
activation function, and softmax as a classifier. The system uses a self-made dataset of 36000 images
of 36 classes from 3 signers. Reference [17] proposed a model for the translation of static ASL
gestures of alphanumeric data using fine-tuned CNN. The model comprises 8 layers with max max-
pooling, dropout, ReLU activation and softmax as the classifier. Reference [18] used fifth Dimension
Technology (5DT) gloves for data acquisition and k-Nearest Neighbour (k-NN) machine learning
algorithm for Australian SLR with an accuracy of 97%. A real-time SLTS has been developed to
translate the alphabet of Arabic Sign Language using AlexNet architecture [19]. A hybrid sign language
recognition model based on CNN and LSTM was proposed by [20] to aid COVID-19 patients. The
model was tested on two datasets and obtained a maximum average accuracy of 99.34%. Reference
[21] reviewed 72 sensor-based sign language recognition systems and concluded that although they
achieve accuracy up to 99.75%, these should be more user-friendly and have minimal circuitry without
drawing attention. Further, a sensor-based system works better in experimental setup than in real-
world situations. Aparna et al. [22] suggested CNN and stacked long short-term memory (LSTM)
models for the recognition of isolated words of ISL. The model achieved a training accuracy of 94%
on a self-made video dataset of 6 isolated words. For continuous word recognition in sign language,
the different variations of the transformer have been used extensively by researchers to exploit spatial-
temporal features [23,24]. Few works have also been done to explore the role of contextual information
in sign language recognition with Generative adversarial network (GAN) [25].

The cost and obligation to wear hardware-based SLTS outweigh their accuracy. So, instead of
using high-end equipment, we intend to overcome this challenge using cutting-edge computer vision
and machine learning methods. It has been analysed that major work of alphabet-level SLTS has been
performed in deep learning, which is a reflection of the machine learning (ML) paradigm and expedites
learning by simulating human brain activity. Further, computer vision technology has become widely
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popular in Sign Language processing as a result of innovations in deep learning. It incorporates the
use of numerous layers of neural networks for complicated processing. This study aims to identify
alphabets in Indian Sign Language based on the input images of gestures using deep learning. In this
research, we have introduced novel hybrid-AO thresholding to translate the alphabets of ISL using
state of art CNN framework.

3 Methodology

Figure 1: Architecture of the proposed ISLTS
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The proposed model for the translation of the ISL alphabet to text is rendered using Fig. 1. The
SLTS can be divided into the following steps:

Step 1-Alphabet level dataset of 26 classes has been taken from open access data source Kaggle
[26].

Step 2-Data pre-processing has been performed by changing the coloured image to grayscale,
dimension has been reduced to 70 × 70. A novel image segmentation called Hybrid-AO thresholding
(Section 3.2.3) has been used by applying Adaptive Gaussian thresholding followed by Otsu Algo-
rithm. Canny edge detection algorithm and Simple thresholding have also been performed on the
input dataset to check the performance of Hybrid-AO thresholding.

Step 3-Three augmentation operations (Rotation, Height shift and Width shift) have been applied
to segmented images to increase the number of images and reduce overfitting leading to a total of
approx. 31 K grayscale samples.

Step 4-Dataset has been further divided into 80:20 for the training and testing phase of the CNN
model of deep learning. The value of batch size has been taken as 32.

Step 5-CNN model has been applied to the pre-processed images for classification. Nine CNN
models have been proposed based on three types of pooling and activation functions. The value of
different parameters such as the number of layers, dropout, epoch, number of filters, size, stride, etc.,
has been defined.

Step 6-The performance of these models has been compared using training and validation
accuracy.

3.1 Dataset
An open-access alphanumeric dataset for ISL is taken from Kaggle [26] as a data source. The

dataset contains 31200 RGB images of 26 classes of alphabets from A to Z numbered from 0 to 25.
Each class has 1200 images with 128 × 128 size. Fig. 2 displays the images of the alphabet used for
translation in our proposed framework.

Figure 2: Alphabets of ISL dataset

3.2 Image Segmentation
The first and most important step in building SLTS is data pre-processing in which raw input

data is prepared for the model. Initially, all the images are labelled and sorted into respective alphabet
categories. To facilitate processing, the dimensions of each image in the dataset are reduced to 70 × 70
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size and transformed to grayscale. Further, a gaussian filter is used to reduce the noise and smoothen
the image.

Hand gesture recognition is an important phase of SLTS, so the foreground of the image must
be differentiated from the background. Image segmentation is the mechanism of divvying a digital
image into different regions for efficient analysis. The following image segmentation techniques are
employed in this research article.

3.2.1 Canny Edge Detection Algorithm

It is a technique of image segmentation used for edge detection in images [27]. In this, the first
Gaussian filter G (x, y) is applied to grayscale image f (x, y) for smoothness and removing noise
using Eq. (1), where σ is the space scale coefficient or standard deviation specifying the amount of
smoothing.

G (x, y) = 1
2πσ 2

exp
(

−x2 + y2

2πσ 2

)
(1)

Secondly, gradient magnitude G (x, y) and gradient direction � (i, j) is calculated using Eqs. (2)
and (3) respectively where Gx and Gy are gradient in two classes.

G (x, y) =
√

Gx
2
(i, j) + Gy

2
(i, j) (2)

θ (i, j) = acrctan
[

Gy (i, j)
Gx (i, j)

]
(3)

Thirdly, the algorithm aims to look for pixels of maximum edge direction value by traversing all
the values of the gradient intensity matrix. This step is called Non-maximum Suppression and the
output is binary images with thin edges.

Finally, double thresholding considers only pixels with a high and low threshold value, otherwise,
they are discarded leading to final edges. This step is called Hysteresis Thresholding.

3.2.2 Simple Thresholding

Thresholding is another technique of image segmentation that segregates contrasting regions by
comparing pixel intensity. Binary Inverse Thresholding is applied to calculate the value of threshold
T on a given input image I (x, y) using Eq. (4).

Id (x, y) =
{

0, Is (x, y) < T
max, otherwise

(4)

where Is (x, y) is the source image, Id (x, y) is the destination image and T is the threshold value.

3.2.3 Hybrid-AO Thresholding

The third technique is the hybrid-AO thresholding method of image segmentation based on a
combination of Adaptive Gaussian thresholding and the Otsu algorithm is used. In Adaptive Gaussian
Thresholding, local areas of the image are evaluated analytically to determine the optimal threshold
value T using Eq. (5).

T = mean (IL − C) (5)
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where IL is the local subarea of the image, and C is the constant value to optimize threshold T. There
are two ways to calculate mean-Arithmetic and Gaussian Mean. Since we have used the Gaussian
mean, the method is used to calculate threshold value in Adaptive thresholding, hence it is called
Adaptive Gaussian Thresholding. The weighted sum of neighbouring values in a Gaussian window
is the threshold value. The images in the dataset consist of a black background, so Binary Inverse
Adaptive Thresholding is used.

Otsu’s algorithm automatically evaluates an optimum threshold based on pixel values’ observed
distribution [28]. It is used to separate the foreground from a background of an image by finding the
global thresholding value. It maximizes between class variance values; for this, image f (x, y) is scanned
for all the possible values of the threshold. f (x, y) is a grayscale image having threshold value (t) from
(0 ≤ t ≤ L−1).

ωf (t), ωb (t) are the probabilities of two classes divided by threshold t denoting foreground and
background, the value of threshold ranges from 0 to 255 given by Eqs. (6) and (7).

ωf (t) =
∑t−1

i=0
p (i) (6)

ωb (t) =
∑L−1

i=t
p (i) (7)

pi = ni

n
(8)

where p is the probability of gray levels, t is a threshold, L is bins of histogram and ni is the number of
pixels in the gray level and n is several pixels in the overall image. σ f, σ b is the variance of background
and foreground and σ is the total variance in threshold t, given by Eq. (9).

σ 2
b t = σ 2 − σ 2

f t = ωf (t) ωb (t)
[
μf (t) − μb (t)

]2
(9)

Foreground and background Pixel intensity values for two classes C1 (0 to t−1) and C2 (t to L−1)
are given by Eqs. (10) and (11).

μf =
∑t−1

i=0

ipi

ωf (t)
(10)

μb =
∑L−1

i=t

ipi

ωb (t)
(11)

From the above equations, we can say that sum of probabilities of foreground and background ωf,
ωb will be 1 given by Eq. (12).

ωf + ωb = 1 (12)

From Eq. (12), we can have Eq. (13).

ωf μf + ωb μb = μT (13)

where μT which is the average gray mean of the entire image can be given by Eq. (14).

μT =
∑L−1

i=0
ipi (14)
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There is the variance of foreground and background class defined by σ 2
f , σ 2

b in Eqs. (15) and (16).

σ 2
f =

∑t

i=0

(
i − μf

)2
pi

ωf

(15)

σ 2
b =

∑L−1

i=t+1

(i − μb)
2 pi

ωb

(16)

There are three types of variances defined for these classes i.e., total variance σ 2
T given by Eq. (17),

the variance within the class σ 2
w given by Eq. (18), and variance between the class σ 2

bet given by Eq. (19).

σ 2
T =

∑L−1

i=0
(i − μT)

2 pi (17)

σ 2
w = ωf σ

2
f + ωbσ

2
b (18)

σ 2
bet = ωf

(
μf − μT

)2 + ωb (μb − μT)
2 (19)

From Eqs. (17)–(19) we can infer Eq. (20).

σ 2
T = σ 2

bet + σ 2
w (20)

Optimal thresholding after performing discriminant analysis on the gray level can be given using
Eq. (21).

t = arg0≤t≤L−1max
{
σ 2

otsu (t)
}

(21)

where σ 2
otsu (t) can be given finally using Eq. (22).

σ 2
otsu (t) =

[
μTωf (t) − μf

]2

ωf (t)
[
1 − ωf (t)

] (22)

Data augmentation includes a set of operations to increase data in the dataset. Rotation, height
shift, and width shift operations are performed in data augmentation leading to a total of more than
31 K samples. The dataset is divided into two classes training and validation in the ratio of 80:20.
Segmented grayscale images of 70 × 70 size are grouped into a batch size of 32.

3.3 Convolution Neural Network
CNN is popular for its performance in image classification and therefore has a vast span of

applications in various fields [29] such as emotion detection [30], the medical field, the agriculture
field [2], Natural Language Translation [31–33] and sign language translation. The CNN model
is a feedforward artificial neural network used in image recognition tasks because of its optimal
performance. In this, connectivity between neurons is similar to the organization of the human visual
cortex. A 5-layer CNN model is used for the translation of pre-processed and segmented ISL datasets.

The model consists of three Convolution layers in which convolution operation is performed in
2-dimension using Eq. (23).

S (i, j) = (I ∗ K) (i, j) =
∑

m

∑
n

I (m, n) K (i − m, j − n) (23)

Zi =
∑

j
Wi,jXj + Bi (24)

Y = softmax (Z) (25)
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softmax (Zi) = exp (Zi)∑
j exp

(
Zj

) (26)

where S is the feature map; I is the input image; K is the kernel; m, n are dimensions; i, j are variables;

In Eq. (24), Z is the output of the neuron; W is weight; X is input; Y is output. SoftMax is the
activation function used to classify multiple classes in the proposed CNN model, given by Eqs. (25)
and (26).

Window-size learnable filters make up the convolution layer. The stride size is taken to be 1. We use
a small window size [length 5 ∗ 5] for the convolution layer that spans the depth of the input matrix.
The layer is made up of window-sized learnable filters. We moved the window by a certain amount
(usually one stride size) during each iteration to compute the dot product of the filter entries and the
input values at a specific location. As we proceed, a 2-Dimensional activation matrix will be created,
which will respond to that matrix at every spatial place. In other words, the network will learn filters
that turn on when it encounters certain visual features, such as an edge of a certain orientation or a
splotch of a certain colour.

The pooling layer is used to reduce the computations and decrease the size of the activation matrix.
In Max Pooling, the maximum value of activation is chosen out of window size using the formula [15]
shown in Eq. (27).

sj = max
i∈Rj

ai (27)

where Sj output function for max pooling and Rj is the set of all activation functions ai.

In Average Pooling average value of activation is chosen out of window size using the formula
shown in Eq. (28).

sj = 1
|RJ|

∑
i∈Rj

ai (28)

In Global Average (Max) pooling, the GAP layer is used at the outer connected layer instead of
the flattening layer and max pooling is used in the interior layers.

A comparison of three activation functions Rectified Linear Unit (ReLU), Leaky ReLU, and
Exponential Linear Unit (ELU) is performed with the above-mentioned types of pooling.

A summary of the proposed work is shown in Fig. 3. It depicts 3 convolution layers of 32 kernels
of window size 5 ∗ 5 with pooling (Max, Global average and average), dropout for regularisation,
activation function (ReLU, Leaky ReLU and ELU) and SoftMax activation function as the classifier.
The first phase of the model consists of 3 convolution layers with a first layer containing 32 kernels of
3 × 3 size and stride value as 1. There is a single hidden dense layer with 128 neurons in our proposed
model. In addition to this, early stopping with patience is used to deal with the problem of overfitting. A
dropout layer with a probability of 0.25 has been used. Fig. 3a displays the summary of the proposed
CNN model with average pooling and further three combinations of the activation function. 4096
neurons have been used in the first input layer of the Artificial Neural Network (ANN). Flatten layer
has been used to convert the feature map into a single dimension. Similarly, in Fig. 3b, Global average
pooling in the outer layer and max pooling has been used in the inner layers. Instead of flattening the
layer, global average pooling has been used for a better representation of the output of the convolution
layer. Fig. 3c display the max pooling with three combinations of the activation function. In this, the
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first convolution layer has 32 filters, the second and third layer has 64 filters. There are 4096 nodes in
the input layer of ANN. There are 26 nodes in the final output layer to classify the alphabets of ISL.

Figure 3: Summary of proposed CNN model (a) Average Pooling with ReLU, Leaky ReLU, ELU (b)
GA (Max) Pooling with ReLU, Leaky ReLU, ELU (c) Max Pooling with ReLU, Leaky ReLU, ELU
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4 Results and Discussion

Python programming language is used to implement this entire experiment on Google Colab Pro
with TensorFlow, Keras, NumPy, Matplotlib, OpenCV python packages, categorical cross entropy
and Adam optimiser.

In the image segmentation phase, the output image of proposed Hybrid-AO thresholding is
compared with Canny Edge detection, and Binary Inverse thresholding and the same is shown in
Fig. 4. It has been observed that Hybrid-AO thresholding produces better results than Canny Edge
Detection and Binary Inverse Thresholding due to automatic calculation of threshold value. It uses
peripheral pixel values to analyze and process the input image and produces minimal noise segmented
output image.

Figure 4: Image segmentation results (a) Original RGB image (b) Canny edge detection (c) Simple
thresholding (d) Hybrid-AO thresholding

The segmented image is fed to 5 layered CNN sign language translation framework. And to
optimise the performance of the proposed framework, three different types of pooling and three
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different types of activation functions were considered leading to a total of nine models. The
segmentation results obtained from one sign language gesture are shown in Fig. 4d, which verifies the
denoising performance of HAO thresholding. In the architectural aspect, 5-layer CNN has been used
with leaky ReLU activation function and max pooling. The comparison between three commonly used
activation functions and pooling techniques has been performed to obtain the superlative performance
of the proposed model.

Table 1 displays the performance metrics of 9 models, i.e., 5AVEL-HAO, 5AVLR-HAO, 5AVRL-
HAO, 5GAEL-HAO, 5GALR-HAO, 5GARL-HAO, 5MXEL-HAO, 5MXL-HAO, and 5MXRL-
HAO in terms of training accuracy, validation accuracy, training loss and validation loss. The highest
and lowest training accuracy has been attained by 5MXLR-HAO and 5GALR-HAO Indian sign
language translation frameworks respectively. Similarly, the highest and lowest validation accuracy
has been obtained by 5MXLR-HAO and 5GAEL-HAO Indian sign language translation frameworks,
respectively.

Table 1: Performance metrics of proposed models

Nomenclature Pooling Activation
function

Training
accuracy

Validation
accuracy

Training loss Validation
loss

5AVEL-HAO Average ELU 92.97 92.76 0.1911 0.2045
5AVLR-HAO Average Leaky ReLU 94.90 92.97 0.1152 0.1914
5AVRL-HAO Average ReLU 95.31 94.90 0.1102 0.1189
5GAEL-HAO GAP ELU 91.78 55.47 0.2727 1.6617
5GALR-HAO GAP Leaky ReLU 90.62 77.34 0.2544 0.5279
5GARL-HAO GAP ReLU 92.27 90.62 0.2358 0.4337
5MXEL-HAO Max ELU 97.66 94.90 0.0731 0.1138
5MXLR-HAO Max Leaky ReLU 98.95 98.05 0.0725 0.1021
5MXRL-HAO Max ReLU 96.38 94.53 0.1027 0.1490

Nine models are proposed based on a comparison between types of pooling and activation
functions. The graph of all these nine models is depicted in Fig. 5. The X-axis denotes the number
of epochs and the y-axis is used to depict training accuracy, validation accuracy, training loss and
validation loss. After 25 epochs, 5MXLR-HAO topped the chart with 98.95% training accuracy and
98.05% validation accuracy and minimum training and validation loss when compared with other
proposed ones.

After choosing the best framework for ISLTs, it is important to compare it with existing ones.
A comparison of the proposed framework with other existing ones is shown in Table 2. Adaptive
thresholding is used in [15] with an accuracy of 92.78% which is lesser than our proposed model.
In [34] Modified Canny Edge Detection technique for segmentation is used to achieve a validation
accuracy of 95% while [35] accomplishes 90.43% validation accuracy with YOLOv3 with background
subtraction and edge detection for translation of Sign language. It has been observed that the accuracy
of our proposed framework is better than the three existing systems.
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Figure 5: Training and validation accuracy and training and validation loss of proposed SLTM (a)
5AVEL-HAO (b) 5AVLR-HAO (c) 5AVRL-HAO (d) 5GAEL-HAO (e) 5GALR-HAO (f) 5GARL-
HAO (g) 5MXEL-HAO (h) 5MXLR-HAO (i) 5MXRL-HAO

Table 2: Comparison of the proposed ISLTS approach with the existing framework

Reference Technique Validation accuracy (%)

[15] Adaptive thresholding 92.78
[34] Modified canny edge segmentation 95
[35] YOLOv3 with background subtraction and edge

Detection
90.43

Proposed work 5MXLR-HAO 98.05
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In this study, we have presented and applied the proposed 5MXLR-HAO framework for the
translation of ISL. The framework has two important phases- firstly segmentation part, and secondly
architectural aspect of CNN. In the segmentation part, we have calculated optimal thresholding
by applying adaptive Gaussian thresholding, the Otsu algorithm and binary inverse thresholding.
Adaptive Gaussian thresholding reduces the noise and increases the sharpness of the image and
calculates the regional threshold value. Binary inverse thresholding has been used to separate the
background black colour from the foreground gesture. Finally, the Otsu algorithm has been used to
calculate the global threshold value of the input image. It has been analyzed that max-pooling gave
better results than the average and the global average with max-pooling and leaky ReLU activation
function performed better than ReLU and ELU. So, the highest loss in terms of training and validation
has been observed in the case of GA pooling and ELU activation functions.

5 Conclusion

In this paper, an alphabet-level framework for the translation of Indian Sign Language into text
has been proposed based on hybrid-AO thresholding and deep learning. 5-layer CNN framework
i.e., 5MXLR-HAO has been selected as the best performing framework among other models based
on variations in image segmentation (Canny Edge Detection, Simple thresholding and Hybrid-AO
thresholding), pooling (Max, Average, GAP) and activation function (ReLU, Leaky ReLU, ELU). The
proposed framework has shown improved performance by attaining a training accuracy of 98.95% and
a validation accuracy of 98.05%. Hybrid-AO segmentation can also be applied in various fields such
as medical imaging, sign language processing, and other image processing applications. The biggest
limitation of our work is the fact that it is tested on a single dataset, so it can be tested on various
datasets. Future work would be to contemplate various factors such as variation in the number of
layers of CNN, optimization function, and inclusion of non-manual features in the dataset.
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Abstract: Sign language translation through deep learning is a popular topic among researchers nowadays. It opens 

the doors of communication for deaf and mute people by translating sign language gestures. The translation of input 

sign language gestures into text is called the sign language translation system (SLTS). In this paper, optimised machine 

learning-based SLTS for Indian sign language (ISL) has been proposed to facilitate deaf-mute persons. Further, this 

paper presents a simulation analysis of the impact of the number of convolution layers, size of stride function, epochs, 

and activation function on the accuracy of translation of ISL gestures. An optimised ISL translation system (ISLTS) 

for fingerspelled alphanumeric data of 36 classes using a convolution neural network (CNN) with a novel 

RADAM_NORM optimiser has been proposed. The proposed system has been implemented using two datasets- the 

first customised ISL alphanumeric dataset has been taken from Kaggle and the second dataset has been prepared by 

the author consisting of 36 classes and nearly 50K images.  The accuracy of the proposed ISLTS on the first dataset is 

99.446 % and on the second dataset is 97.889%. 

Keywords: Indian sign language, Radam_norm optimiser, ISL dataset, Sign language translation system. 

 

 

1. Introduction 

Machine learning is a subfield of artificial 

intelligence that entails the development of 

algorithms that allows machines to learn from data 

and enhance their efficacy on particular tasks instead 

of being explicit coding[1]. Contrary to conventional 

supervised algorithms, machine learning algorithms 

are non-parametric supervised techniques that don’t 

presume the statistical dissemination of input feature 

sets. Convolution neural network (CNN) is a type of 

machine learning paradigm that has been suggested 

in the literature for the effective translation or 

recognition of sign language gestures. It 

revolutionized the computer vision domain and 

provided state of art results in this arena. CNNs 

exceptional performance is largely attributed to the 

brilliant design ideas by researchers and the 

meticulous hyperparameter value choices. 

Recommendation systems, Natural language 

processing, are the domains in which CNN is 

employed [2, 3]. CNN is broadly acknowledged by a 

multitude of parameters and requires exhaustive 

tuning of hyperparameters like the layer count, batch 

size, activation function, optimisers, pooling and 

epoch size[4]–[6]. Various algorithms have been 

used to finetune the parameters of CNN[7]. To solve 

this, we have proposed hypertuned machine learning- 

based translation for gestures of ISL into text. The in-

depth contributions of this article are as follows- 

 

• A hypertuned machine learning-based 

translation system for alphanumeric ISL 

gestures into text has been proposed. 

• An alphanumeric image dataset of ISL has 

been made with 36 classes and nearly 50k 

images. 

• The role of various hyperparameters such as 

count of convolution layers, epochs, stride 

and activation function has been analysed on 

the efficacy of the proposed system.  

• A novel optimisation function 

RADAM_NORM has been employed to 

optimise the efficiency of the Indian sign 

language translation system (ISLTS). 
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The remainder of this paper is arranged as follows: 

section 2 sums up the literature review, section 3 

elaborates on the dataset and the methodology used, 

section 4 reports the results and discussion and 

section 5 concludes and points out some future 

research directions. 

2. Literature review 

SLTS can be categorised broadly into three parts 

based on the modalities- hardware-based, vision-

based and hybrid SLTS. In hardware-based SLTS, 

wearable and device based such as cameras, webcams, 

data gloves, Kinect, and leap motion controllers are 

used to input sign language gestures[8-9]. Despite 

their precision, they are quite expensive, bulky and 

cumbersome to wear in public places. Vision-based 

SLTS employs image-processing practices to process 

sign language gestures. It is more versatile than 

hardware-based SLTS [10]. Hybrid SLTS is the 

combination of hardware and vision-based 

techniques. Preliminary studies of SLTS focus on 

using various machine learning algorithms to classify 

sign language gestures. Several studies have been 

carried out in recent years to solve the issues of 

automatic SLTS with the use of deep learning 

techniques such as CNN [11]. 

In 2023, [12] proposed a sign language 

recognition system (SLRS) for the Bangla sign 

language using hybrid transfer learning and a random 

forest (RF) classifier to classify fingerspelled 

alphanumeric sign language gestures to text. 

Adaptive thresholding is applied for pre-processing 

of the dataset and the proposed system achieved an 

average accuracy of 97.33% in the case of digits and 

91.67% in the case of alphabets. Open access dataset 

of 2080 images was used to evaluate the model. The 

model works better for smaller datasets and its 

performance is optimised by lowering the learning 

rate. A multitask sign language recognition 

framework built on CNN and K-nearest neighbour 

(KNN) module was proposed by [13]. The novel 

concept of Wireless sensing has been used for sign 

language recognition, although the model achieve an 

accuracy of 99.9% on smaller datasets but it took 

higher time to train the model. In 2022, [14] proposed 

an integrated Media Pipe optimised gated recurrent 

unit (MPOGRU) for the classification of 13 dynamic 

ISL words. Average prediction accuracy of 95% has 

been attained on a real-time dataset of 30 videos for 

each class. Further, the word-level American and 

Argentinian dataset of sign language was also used to 

validate the proposed model. However, the model 

had a limited dataset and recognised only 13 words, 

further, it has been optimised by using ELU and 

softsign classifier. In 2022, [15] created an original 

arabic alphabet phonetics dataset (AAPD) using 

sound recordings of 1420 persons. Further, Mel-

frequency cepstral coefficient (MFCC) with Mel-

bands number 20 is used for feature extraction in 

VGG based Arabic speech recognition model to 

achieve an accuracy of 95.68%. The model has been 

hypertuned by focussing on feature extraction 

techniques and the type of neural network. In addition 

to this, [16] proposed a transfer learning-based 

alphabet-level Arabic sign language recognition 

system with training and testing accuracy of 98% and 

95% respectively. Open access dataset has been used 

to train and test the gestures of Arabic sign language 

using EfficientNetB4. Several pre-processing 

techniques and pre-trained architectures have been 

analysed in this paper to achieve optimal 

performance on single-handed gestures of Arabic 

sign language. In 2022, [17] developed a DeepCNN 

deep learning-based CNN model for the recognition 

of 24 alphabets of American sign language (ASL) 

using the MNIST dataset. It attains an accuracy of 

99.67% with CNN having three convolution layers in 

20 epochs. The training and validation loss was 

7.7924 and 7.0703 respectively. The model has been 

hypertuned by the varying number of convolution 

layers and works only for single-handed American 

sign language recognition. In 2021, [18] proposed 

transfer learning based on Faster R-CNN for the 

recognition of gestures in Turkish sign language. A 

self-made alphabet-level dataset of 29 classes has 

been used to attain an accuracy of 99.82%. A similar 

background has been used for all the signers while 

constructing the dataset. Batch size and region based-

CNN models have been analysed to improve 

accuracy. In 2019, [19] developed a Korean sign 

language translation model using Korean electronics 

technology institute (KETI) video dataset. 2D 

coordinates of human key points are estimated from 

the video dataset to translate sentences into text along 

with the sequence-to-sequence (seq2seq) model and 

attention mechanism. The model was related to the 

emergency domain and covered 419 words, and 105 

sentences with a translation accuracy of 93.28%. The 

insufficient size of training data and a limited number 

of key points have been constraints on the accuracy 

of the proposed model. The lack of availability of 

standard datasets is a major hindrance in the domain 

of sign language translation [20]. Further, 

feedforward neural networks are considered as 

blackbox and researchers have focussed on 

individual or multiple hyper-tuning of parameters 

(such as number of layers, number of filters, size of 

stride, choice of pooling, choice of activation  
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Figure. 1 Flowchart of the proposed system 

 

 

function, learning rate, choice of optimiser) to have 

optimal performance [21]. In this paper, we have 

focussed on building an improvised machine 

learning-based Indian sign language translation 

system by selecting the optimal value of 

hyperparameters.  

3. Methodology 

The flowchart of our translation system has been   

shown in Fig. 1. The steps of the same are explained 

below- 

3.1 Dataset 

Due to the limited availability of publicly 

available and standard datasets, the following 

datasets have been employed to validate the 

performance of the proposed ISLTS. Firstly, 

customised open-access datasets from Kaggle are 

used for the alphabets and numbers of ISL. The 

dataset consists of alphanumeric data i.e., 26 

alphabets (A-Z), 10 numbers (0-9). The dataset 

contains 36 classes and each class has 1200 images. 

It is referred to as dataset I. Secondly; a new image 

dataset is created for 26 classes of alphabets (A-Z) 

and 10 classes of numbers (0-9). All the images were 

captured by 40 persons. Different pictures per class 

have been taken with the signer’s hand in various 

positions and angles. The dataset consists of nearly  

 

 
Figure. 2 Proposed ISL dataset II 

 

 

50K images. A sample of our dataset has been shown 

in Fig. 2. This dataset has been referred to as dataset 

II. Different backgrounds have been considered while 

constructing the dataset to ensure diversity and 

involve nonmanual features. 

3.2 Data pre-processing and feature extraction 

The image is transformed to a grayscale and 

binarized. Gaussian blur has been applied to each 
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input image along with Canny edge detection and 

adaptive thresholding. The dimensions of the input 

image have been reduced to 98*98 after hand 

detection, thresholding and segmentation. The 

dataset is divided into 80:20 ratios for the training and 

validation dataset. Data augmentation operations 

such as rotation, height shift, and width shift have 

been applied to prevent overfitting and increase the 

dataset.   

3.3 Classification 

CNNs are a particular class of machine learning 

algorithms that are feedforward neural networks 

employed in the recognition and processing of 

images and videos [22]. It consists of mainly three 

tiers-convolution, pooling and a fully connected layer. 

These layers are further made up of several hidden 

layers, a fully connected layer and a final output layer.  

Convolution and pooling layers are utilised for 

feature extraction and size reduction. The stride 

parameter is the extent of the shift among the 

application of the filter to the source image and has a 

default value of 1. It is uniform in height and width 

aspects. The role of the size of the stride function has 

also been analysed in this paper with the variation in 

several epochs. In padding, extra zeroes are added to 

the input matrix to maintain uniformity with output 

dimensions. In this paper, we have analysed the 

impact of the number of layers, activation function, 

epoch, size of stride function and optimiser on the 

performance of ISLTS.  

The choice of hidden layers plays a vital part in 

the efficacy of ISLTS, as poor design may lead to 

overfitting and underfitting. As the count of the 

number of layers increases, it will lead to complexity, 

and few layers can’t process huge image and video 

data. So, it is a very difficult job to decide the exact 

number of layers for optimal performance. In this 

paper, the count of convolution layers is varied to 

obtain maximum performance. 

The term activation function symbolises the 

attributes of stimulated neurons that can be preserved 

and mapped out by a nonlinear function. It is used to 

address nonlinear issues. In this paper, we have 

compared the working of four standard activation 

functions ReLU, Leaky ReLU, Swish and Mish. 

3.4 Finetuning 

In CNN different optimisers are used to enhance 

the precision of the overall system.  In this section, 

we will discuss nine states of art optimisers. Table 1. 

describes various notations and their description 

which are used for the proposed system. 

 

Table 1. Notation list 

Symbol Description 

𝛳𝑡+1 Parameters (weight/bias) at time t+1 

α Learning rate 

L Loss function 

(
𝜕𝐿

𝜕𝛳𝑡
) or  g 

 

Gradient 

ε Small positive number 

T Iteration count 

β Decay rate 

E exponentially decaying weighted 

average 

𝜐𝑡 Variance of the gradient at time t 

mt Mean of the gradient at time t 

𝜐𝑡,𝑖̂ Variance with corrected bias at time t 

for ith parameter 

𝑚𝑡,𝑖̂     Mean with bias correction at time t for 

ith parameter 

ξt,i diffGrad friction coefficient for the ith 

parameter at the tth iteration 

gnorm  

 

Normalised gradient value 

𝜌𝑡 Degree of freedom (Length of 

approximated simple moving average) 

3.4.1. Stochastic gradient descent (SGD) 

It is also known as online training because all the 

parameters are updated as per each training image 

and with the same learning rate. It has slow 

convergence because a single record is updated in one 

iteration of forward and backward propagation. The 

training images are selected randomly to update 

trainable parameters i.e., weights and biases. Due to 

significant variance in the selected images, these 

modifications cause major perturbations in loss 

function thereby generating noise in the training 

phase. The weights and biases are updated based on 

Eq. (1).   

 

𝛳𝑡+1 = 𝛳𝑡 − α(
𝜕𝐿

𝜕𝛳𝑡
)         (1) 

 

ϴt is the value of the parameter (weight/bias) at time 

t, α is the learning rate, ∂L is the gradient of the loss 

function, ∂ϴt is the gradient of the parameter for the 

selected image. The drawbacks of SGD include slow 

gradient, careful initialisation, sensitivity to learning 

rate, noisy gradient, gradient-dependent update rule 

and underfitting in deep architectures [1]. To deal 

with noise, smoothening is performed and SGD with 

momentum is used. 

3.4.2. Adagrad 

It adjusts the learning rate of each weight 

automatically based on previous gradient data as 
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opposed to previous optimisation algorithms in 

which the learning rate was fixed and deals with the 

problem of exploding gradients. Initially, the learning 

rate is high and then it keeps on decreasing leading to 

faster convergence. The equations of the parameter 

are shown using Eq. (2) and (3). 

 

 𝛳𝑡+1
𝑖 = 𝛳𝑡

𝑖 − 𝛼𝑡(
𝜕𝐿

𝜕𝛳𝑡
)                 (2) 

 

           𝛼𝑡 =
𝛼

√∑ (
𝛿𝐿

𝛿𝜃𝑖
)2𝑡

𝑖=1 +𝜖
                        (3) 

 

where αt  is the dynamic learning rate, t is the 

iteration count and ε is a small positive number.  

It shows better performance with sparse data but 

creates problems while dealing with very deep 

networks or with non-convex loss functions and has 

premature convergence. 

3.4.3. Adadelta 

It is the modified version of the adagrad optimiser 

that resolves the problem of a relatively small 

learning rate in the subsequent training phases by 

customising it to past gradient changes and less 

memory requirement. In this type of optimisation 

algorithm, the sum of the square gradients is replaced 

with the exponential decaying average of the squared 

gradients. The parameters are updated as per Eqs. (4), 

(5) and (6). 

 

                𝛳𝑡+1
𝑖 = 𝛳𝑡

𝑖 − 𝛼𝑡(
𝜕𝐿

𝜕𝛳𝑡
)               (4) 

 

𝛼𝑡 =
𝛼

√𝜐𝑡+𝜖
, 𝜐𝑡 = 𝐸[𝑔2]𝑡              (5) 

 

𝜐𝑡 = 𝛽𝜐𝑡−1 + (1 − 𝛽)(
𝜕𝐿

𝜕𝛳𝑡
)            (6) 

 

where E is the exponentially decaying weighted 

average initialised to zero, β is the decay rate, and g 

is the gradient. It calculates per parameter adaptive 

learning rate. It requires much memory to store the 

additional moving average of updated learning rates 

It is similar to RMSProp except for the exponentially 

decaying average of squared parameter updates. It 

suffers from the problem of non-convex optimisation, 

slow convergence rate near minimum and 

computationally expensive. 

3.4.4. Root mean square propagation (RMSProp) 

It is a type of adaptive learning rate optimisation 

algorithm which is used when gradients of various 

parameters change widely in magnitude. It requires 

less memory as compared to Adadelta because it 

stores the moving average of squared gradients. 

These parameters are modified with the help of the 

moving average of the squared gradient, as shown in 

Eqs. (7) to (9). 

 

𝛳𝑡+1 = 𝛳𝑡 − 𝛼𝑡(
𝜕𝐿

𝜕𝛳𝑡
)   (7) 

 

𝛼𝑡 =
𝛼

√𝜐𝑡+𝜖
 , 𝜐𝑡 = 𝐸[𝑔2]𝑡  (8) 

 

      𝜐𝑡 = 𝛽𝜐𝑡−1 + (1 − 𝛽)(
𝜕𝐿

𝜕𝛳𝑡
) 2           (9) 

3.4.5. Adaptive moment estimation (Adam) 

It is the most commonly used optimiser in deep 

learning frameworks because it incorporates the 

merits of Nesterov momentum, AdaGrad and 

RMSProp optimisers. In this, features of momentum 

with dynamic learning rate are combined.  It is an 

SGD approach based on the adaptive assessment of 

first-order and second-order moments. It is well 

suited for non-stationary objectives and sparse 

gradients. The equation of this is given by Eqs. (10) 

to (12). 

 

𝛳𝑡+1,𝑖 = 𝛳𝑡,𝑖 −
𝛼𝑡×𝑚𝑡,𝑖̂

√𝜐𝑡,𝑖̂+𝜖
               (10) 

 

𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1)(
𝜕𝐿

𝜕𝛳𝑡
)             (11) 

 

𝜐𝑡 = 𝛽2𝜐𝑡−1 + (1 − 𝛽2)(
𝜕𝐿

𝜕𝛳𝑡
) 2              (12) 

 

 where mt , 𝜐𝑡  are the mean and variance of the 

gradient to include the features of momentum and 

dynamic learning rate[23]. β1 and β2 are decay rates 

for the first and second moments. To solve the 

problem of large step size, bias correction is 

introduced in the first and second moments. So, Eqs 

(11) and (12) with mean and variance with bias 

correction can be written as Eq. (13). 

 

𝑚𝑡,𝑖̂ =
𝑚𝑡,𝑖

(1−𝛽1
𝑡)

 ,    𝜐𝑡,𝑖̂ =
𝜐𝑡,𝑖

(1−𝛽2
𝑡)

              (13) 

3.4.6. Adamax 

It is a modified version of the Adam optimiser 

which deals with highly fluctuating gradient values. 

In this optimisation algorithm, the maximum of the 

past gradient is used to calculate the value of weight 

and bias parameters. The parameters are evaluated 

using Eq. (14). 
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𝛳𝑡
𝑖 = 𝛳𝑡−1

𝑖 −
𝛼

𝜐𝑡+𝜖
. 𝑚𝑡̂                     (14) 

where 𝜐𝑡 = 𝑚𝑎𝑥(𝛽2. 𝜐𝑡−1, |
𝜕𝐿

𝜕𝛳𝑡
|) 

𝑚𝑡̂ =
𝑚𝑡

1−𝛽1
𝑡  ,   𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1)(

𝜕𝐿

𝜕𝛳𝑡
) 

3.4.7. Nesterov accelerated adaptive moment 

estimation (Nadam) 

Another variation of Adam, where Nesterov 

momentum is used to have faster convergence and 

using the gradient at the intended next place serves as 

the foundation for an update. The parameter update 

rule is given using Eq. (15). 

 

𝜃𝑡 = 𝜃𝑡−1 −
𝛼

√𝜐𝑡̂+𝜖
(𝛽1𝑚̂𝑡 +

(1−𝛽𝑡)(
𝜕𝐿

𝜕𝛳𝑡
)

1−𝛽1
𝑡 )     (15) 

3.4.8. DiffGrad 

It is a type of gradient descent optimisation 

method in which the learning rate for each weight is 

calculated dynamically by considering the first and 

second moments of the gradient[24]. In this, 

parameters are updated using Eq. (16). 

 

𝜃𝑡+1,𝑖 = 𝜃𝑡,𝑖 −
𝛼𝑡×𝜉𝑡,𝑖×𝑚𝑡,𝑖̂

√𝜐𝑡,𝑖̂+∈
                   (16) 

 

where 𝜉𝑡,𝑖 =
1

(1+𝑒−(|𝑔𝑡−1−𝑔𝑡|))
 

 

with the range [0.5,1].  ξt,i is the diffGrad friction 

coefficient for the ith parameter at tth iteration to 

control the oscillations and slow convergence[24]. It 

has gained popularity in recent years due to its 

effective performance in the domain of deep learning. 

3.4.9. Radam_norm 

It is another type of adaptive SGD optimisation 

algorithm where gradient norm is performed using 

L2-norm to improve the limitations of the Adam 

optimisation algorithm[23]. It has been observed that 

normalisation will further increase the accuracy of 

existing optimisation algorithms and leads to fast 

convergence. The gradient of radam_norm is 

calculated using the following equations. 

 

𝑔𝑛𝑜𝑟𝑚 = 𝐿2𝑁𝑜𝑟𝑚(𝑔𝑡)              (17) 

 

𝜃𝑡 = {
𝜃𝑡−1 −

𝛼1𝑚𝑡

√𝜐𝑡+𝜖
   ,           𝑖𝑓 𝜌𝑡 >= 5

𝜃𝑡−1 − 𝛼2𝑚𝑡                  𝑒𝑙𝑠𝑒             
  (18) 

where 𝛼1 =
𝛼√(1−𝛽2)𝜌𝑢 𝜌𝑑⁄

(1−𝛽1
𝑡)

, 𝑔𝑡 =  (
𝜕𝐿

𝜕𝛳𝑡
) 

And gnorm is the normalised gradient value. In this 

method, the norms of each gradient are corrected in 

every iteration based on adaptive training history. It 

is an improved version of Rectified Adam where L2-

normaliser is added. Further, this overcomes the 

limitation of the standard optimisation algorithm by 

adding normalisation.  

4. Results and discussion 

4.1 Dataset 

To check the efficacy of the proposed system, a 

customised alphanumeric open-access dataset from 

Kaggle and a self-made dataset have been utilised.  

Firstly, a customised dataset of 36 classes, 

approximately 1200 images per class has been 

sourced from the Kaggle [25], [26]. Initially, the 

dataset has 35 classes i.e., alphabets(A-Z) and 

numbers (1-9) but a class with 1200 images has been 

added. The resultant customised dataset has more 

than 45K images. This dataset has been referred to as 

Dataset I.  

Secondly, a new dataset has been created with 40 

signers. The images were captured using mobile 

phone cameras of varying resolutions to introduce 

nonlinearity and variation in the background. There 

were 40 signers, and 36 classes composed of 26 

alphabets (A-Z) and 10 numbers (0-9) used in the 

creation of the dataset. Our dataset has nearly 50K 

images with 26 classes for the alphabet and 10 classes 

for number images. Other details of the dataset have 

been given in Table 1. This dataset has been referred 

to as Dataset II.  The dataset has been divided into 

80:20 ratios for training and validation datasets  

4.2 Experimental setting 

All the experiments were performed on the cloud 

using Google Colaboratory (Colab) Pro with 25GB 

RAM and 200 GB storage and Windows operating 

system. Pytorch, a high-level general-purpose 

programming language is used along with 

TensorFlow, Keras, Open CV, Pandas, NumPy, 

matplotlib etc. During the training phase of the 

proposed system, the following values of 

hyperparameters have been used as shown in Table 2. 
 

Table 2- Initial values of the hyperparameters 
Parameter Value Parameter Value 

α 0.001 to 

0.0001 

γ 0.90 

β1 0.9 Batch size 32 

β2 0.99 Pooling Max 
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Figure. 3 Architecture of the proposed system 

 

 

4.3 Quantitative analysis 

After a comparative analysis of the count of layers, 

activation function, stride size, number of epochs and 

optimisers, CNN with 5 convolution layer, max 

pooling, swish activation function, 100 epochs, 1*1 

stride, 32 batch size, softmax classifier and novel 

Radam_Norm has been selected as the optimal model. 

The architectural details of the proposed CNN have 

been shown in Fig. 3. It has 429412 parameters with 

98x98 input image and L2 kernel regulariser for 

faster convergence, overfitting, underfitting issues 

and better performance. 

The impact of the count of convolution layers has 

been shown in Fig. 4 (a), 7-layer CNN with 5 

convolution layers exhibited validation accuracy of 

96.75% and loss of 1.2255%, which was better than 

all other models. The impact of the activation 

function has been displayed using Fig. 4 (b), and the 

validation accuracy rate of 7-layer CNN with ReLU, 

Leaky ReLU, Swish and Mish activation functions 

are 96.75%, 97.32%, 98.02% and 97.23% 

respectively. The swish activation function 

performed better than the remaining three activation 

functions. Further, the effect of the number of epochs 

(25,50, 75,100, 150) and stride size(1*1, 2*2) has 

been analysed on a 7-layer CNN with a swish 

activation function. The results of the same have been 

presented using Fig. 4 (c). The values of accuracies 

and loss concerning epochs and stride size have been 

depicted in Table 3. After finetuning of 

hyperparameters, the performance of the system has 

been enhanced using comparative analysis of the 

optimisers as shown in Fig. 4 (d). A novel optimiser  
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Table 3. Effect of Epochs, Stride Size on the proposed system 

Efficacy Epochs 

25 50 75 100 150 

1*1 2*2 1*1 2*2 1*1 2*2 1*1 2*2 1*1 2*2 

TA 95.23 95.02 98.71 97.23 98.77 98.27 98.67 98.54 96.66 97.42 

VA 95.265 94.07 98.026 96.66 97.887 94.114 98.543 98.347 94.759 95.455 

TL 0.801 0.894 1.101 0.483 0.117 0.136 0.193 0.242 0.286 0.243 

VL 0.9887 0.9144 1.1117 0.1878 0.3788 0.3945 0.1062 0.6095 0.2785 0.0941 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure. 4 Simulation analysis of proposed system: (a) 

Impact of layer count on accuracy, (b) Impact of 

activation function on accuracy, (c) Impact of epochs, 

stride size on accuracy, and (d) Impact of optimiser on  

accuracy 

 

 
Figure. 5 Accuracy and loss curve of the proposed system 

 

Radam_Norm has been used to achieve accuracy and 

loss of 98.96%, and 0.099% and its performance have 

been equated with other state of art deep learning  
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Table 4. Effect of optimiser on the proposed system 

Efficacy Optimiser 

SGD Adam RMSProp Adadelta Adagrad Adamax Nadam DiffGrad Radam_Norm 

TA 90.73 98.77 95.2 87.89 95.45 96.73 65.47 99.23 99.446 

VA 89.99 97.88 93.75 87.56 94.21 94.85 58.34 98.76 98.96 

TL 1.523 0.117 1.177 3.418 1.161 1.135 1.529 0.542 0.0411 

VL 1.788 0.378 1.9987 1.4579 1.2678 1.1368 1.6354 1.6095 0.099 

 

Table 5. Classification results 
Dataset Technique Accuracy Loss Precision Recall F1-

score 

I Proposed 97.889 0.0316 97.43 97.55 97.44 

II 99.446 0.0411 98.87 98.01 98.43 

 

Table 6. Performance comparison with other sign language translation models 
Ref Dataset Technique Modality Accuracy 

[27]  

I 

Multiple deep CNN models 
Alphanumeric 

92.85% 

Ours CNN with Radam_Norm optimiser 97.44% 

Comparison II 

Ours II CNN with Radam_Norm optimiser 
26Alphabet, 

10 Number 

99.46% 

[28] Own SURF 96% 

[29] Own CNN 89.30% 

 

optimisers such as SGD, Adam, RMSProp, Adadelta, 

Adagrad, Adamax, Nadam, diffGrad with accuracy 

89.99%, 97.88%, 93.75%, 87.56%, 94.21%, 94.25%, 

58.34% and 98.76% respectively. The details are 

shown using Table 4. 

4.4 Comparative analysis 

The performance of the proposed automatic 

alphanumeric ISLTS has been demonstrated using 

Fig. 5, in terms of accuracy and loss of training and 

validation phase using Dataset II. The x-axis denotes 

the number of epochs and the y-axis denotes the 

respective value of loss and accuracy of the proposed 

ISLTS. The potency of the system is evaluated by 

employing two datasets in terms of evaluation 

metrics such as Precision, Recall, F1-score, Accuracy 

and loss. Dataset I is a customised open-access 

dataset of  ISL gestures from Kaggle and  Dataset II 

is a self-made dataset with images of alphanumeric 

data. Our proposed ISLTS demonstrated better 

results in the case of both datasets as shown in Table 

5. 

The efficacy of the proposed approach is also 

demonstrated by validating its performance and 

juxtaposing it with recent works in Table 6 and our 

proposed system has shown more promising results 

than other recent works of  ISL. Due to the lack of 

availability of standard datasets of ISL, we have 

made comparisons on two criteria. Firstly, our 

proposed method is compared based on Dataset I, i.e., 

open access Kaggle dataset, in which [27] attained an 

accuracy of 92.85% for translating ISL gestures using 

pre-trained CNN models while our proposed ISLTS 

achieved an accuracy of 97.44%. Secondly, the 

comparison has been made based on the modality, 

[28] and [27] created in their respective alphanumeric 

dataset of ISL having 36 classes. [28] proposed an 

ISLTS using SURF and attained an accuracy of 96% 

and [29] proposed CNN-based ISLTS on 

alphanumeric dataset of their own and achieved 

89.3% accuracy. 

5. Conclusion and future scope 

The main purpose of this paper is to build an 

efficient machine learning-based system for the 

translation of ISL gestures into text. After creating 

the dataset and pre-processing, different models of 

deep learning framework 2DCNN were analysed 

based on hyperparameters such as the layers count, 

epochs, stride size, and activation function. Further, a 

comparative analysis of various optimisers has been 

performed to enhance the performance of the 

proposed system. It has been concluded that the 

proposed system promises better results when 

compared with recent works in the domain of ISL 

translation. This study can be used by researchers to 
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choose optimal hyperparameters and optimisers for 

static alphanumeric translation of ISL gestures into 

text. 
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